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Abstract

Accurate polyp and cardiac segmentation for early detection and treatment is es-
sential for the diagnosis and treatment planning of cancer-like diseases. Traditional
convolutional neural network (CNN) based models have represented limited general-
izability, robustness, and inability to handle uncertainty, which affects the segmenta-
tion performance. To solve these problems, this paper introduces CLFSeg, an encoder-
decoder based framework that aggregates the Fuzzy-Convolutional (FC) module lever-
aging convolutional layers and fuzzy logic. This module enhances the segmentation
performance by identifying local and global features while minimizing the uncertainty,
noise, and ambiguity in boundary regions, ensuring computing efficiency. In order to
handle class imbalance problem while focusing on the areas of interest with tiny and
boundary regions, binary cross-entropy (BCE) with dice loss is incorporated. Our pro-
posed model exhibits exceptional performance on four publicly available datasets, in-
cluding CVC-ColonDB, CVC-ClinicDB, EtisLaribPolypDB, and ACDC. Extensive ex-
periments and visual studies show CLFSeg surpasses the existing SOTA performance
and focuses on relevant regions of interest in anatomical structures. The proposed CLF-
Seg improves performance while ensuring computing efficiency, which makes it a po-
tential solution for real-world medical diagnostic scenarios. Project page is available at
https://visdomlab.github.io/CLFSeqg/.

1 Introduction

The advent of deep learning algorithms has significantly impacted biomedical research, par-
ticularly in polyp and cardiac image segmentation. Polyps are growths of abnormal tissue in
the colon that can be signs of colorectal cancer. It is important to accurately segment polyps
to lower the death rate from cancer. So, polyp segmentation is a vital problem in medical
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imaging, especially for the early identification and prevention of colorectal cancer. The man-
ual analysis of these images can be labor-intensive and prone to inaccuracies due to intricate
borders, and diversity of polyps in size, shape, appearance, and low-contrast areas.

Traditional segmentation methods like convolutional neural networks (CNNs) are time-
consuming and lack precision. Recent advances have shown promising results, especially
deep learning-based architectures such as ResNet [11], U-Net [30], MSU-Net [37], Re-
sunet++ [13] and UcUNet [49] effectively capture local information from nearby pixels,
allowing for fine detail extraction to segment area of interest. However, these methods often
struggle with robustness. In contrast, transformers-based models - Swin-UNet [2], Transunet
[5], TransUNet+ [21] and UGCANet [12], excel at capturing global details through attention
mechanisms, making them more robust and generalizable to unseen data. However, attention
mechanisms are challenging to train due to their quadratic complexity [10].

The hybrid models that combine CNNs and transformer architecture like PolySeg Plus
[31], UPolySeg [22], RAPUNet [17], RaBiT [39], and EMCAD [27] show improvements in
results, enhance feature extraction and global contextual understanding. DUCK-Net [8] is a
U-shaped network having an encode-decoder structure and custom convolutional block de-
signed to process images, capture low-level and high-level features, and demonstrate robust-
ness and generalizability. However, challenges remain the same due to variations in polyps
shape, low contrast with neighboring tissues, and the occurrence of image abnormalities.

This paper proposed a CLFSeg method that includes an encoder-decoder architecture
with different convolution-based blocks and fuzzy modules to make the boundary fuzzier
and to tackle the uncertainty and ambiguous data for robustness and precise segmentation.
The CLFSeg model addresses key constraints in biomedical image segmentation by achiev-
ing performance comparable to self-attention methods while notably decreasing computing
complexity by approximately 30%. This discourages crisp mask predictions, boosting adapt-
ability in the segmented masks to more effectively address ambiguous and low-contrast areas
and facilitates both single-class and multi-class predictions. This paper presents advanced
research on CNNs that achieve remarkable performance. Our contributions are as follows:

* We propose a CLFSeg model, which consists of several convolutional and fuzzy mod-
ules to extract local and global features with fuzzy boundaries for precise, robust seg-
mentation with computational efficiency on the multi-domain dataset.

* We propose a Fuzzy-Convolutional Module (FCM) consisting of parallel Resnet, Mid-
scope, Widescope, Separable, and Fuzzy Module, then ConvGLU to extract local and
global information for noise and uncertainty.

 Extensive experiments and ablation are performed to validate that our method achieves
remarkable performance on four publicly available benchmark datasets.

2 Related Work

Classical CNN architectures such as U-Net [30] and its variants (e.g., U-Net++ [51], Re-
sUNet [45], and ResUNet++ [13]) have been the foundation for many polyp and cardiac
segmentation methods. These models effectively capture local features via encoder-decoder
structures with skip connections, preserving spatial details necessary for fine-grained seg-
mentation. Enhancements like HarDNet-DFUS [18] improved the backbone and decoder,
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UPolySeg [22] incorporates dilated convolutions, and PolySeg Plus [31] implements effi-
cient active learning to improve segmentation performance in scenarios with limited labeled
data to better handle the diversity of polyp appearances and sizes. The Duck-Net [8] frame-
work extended U-Net with customized convolutional blocks and residual downsampling,
providing multi-resolution features and improving robustness to polyp variability. Similarly,
LSSNet [42] addressed semantic gaps between layers by supplementing local and shallow
features, effectively preserving multi-scale information to handle small and fuzzy polyps.

Attention-based models [16, 25, 44] have gained traction for their ability to capture long-
range dependencies and focus on salient features. PraNet [9] uses reverse attention, Colon-
Former [7], DUSFormer [43], and SwinPA-Net [6] employ Swin Transformer variants to
extract global context with different modules, to precisely refine the polyp boundaries with
noise suppression. Polyp-Mamba [47] utilizes state space models to extract long-range de-
pendencies with reduced computational complexity. QueryNet [3] brings together polyp
segmentation and detection into a single model, and ADSNet [24] introduces a complemen-
tary trilateral decoder and continuous attention modules to recover weak features and refine
uncertain semantic areas. Recent work also explores frequency domain integration [38, 46]
and hybrid architectures to enhance segmentation quality. MetaFormer [17] and MSRF-Net
[35] blend convolutional and transformer modules to achieve a balance between local and
global feature extraction at multiple scales. RaBiT [39] adopts a bidirectional feature pyra-
mid network with reverse attention, optimizing the segmentation of polyp borders by refining
feature maps across different scales.

Addressing the ambiguity and uncertainty inherent in medical images, especially at
boundaries, fuzzy logic has been introduced into segmentation models. FuzzyNet [26] and
FuzzyTransNet [19] combine fuzzy attention mechanisms with CNNs and transformers to
better handle uncertain and noisy features. FANN [23] incorporates fuzzy membership func-
tions within attention layers to efficiently manage ambiguous regions. Inspired by biological
vision, TransNeXt [34] blends pixel-focused global context with convolutional gating to im-
prove robustness and sensitivity to fine details.

3 Methodology

The proposed CLFSeg model illustrated in Figure 1, built on the baseline architecture [8],
with key modifications like incorporating the Fuzzy-Convolution (FC) module as Figure
2 and reducing the complexity of the ResNet block. The FC module has a fuzzy logic
module and ConvGLU for handling uncertainty and the ambiguous boundary of the polyp
and cardiac structures while lowering computational complexity. Additionally, we provide
interpretability using Grad-CAM++ [4], demonstrating the effectiveness of our methodology.

In the following subsection, we provide a detailed explanation of the logic and imple-
mentation of the FC module, emphasizing its relevance and benefits for medical image seg-
mentation. Furthermore, we outline the approach used to significantly reduce computational
complexity while maintaining network performance.

3.1 CLFSeg Model

Our model follows an encoder-decoder structure with skip and downscaling connections,
along with an FC module. The encoder extracts features and converts them into intermediate
representations, while the decoder combines the encoder’s intermediate representations to
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Figure 1: Overview of the CLFSeg model, showing the encoder-decoder structure with skip connec-
tions and downscaling layers. It highlights the integration of ResNet blocks, convolutional layers, and
the Fuzzy-Convolution (FC) module designed to handle uncertainty and ambiguity in medical image
segmentation, especially for polyp and cardiac structures. (Best view in color).

+

FC Module

ConvGLU

Figure 2: Overview of FC Module within the CLFSeg architecture, composed of five parallel
branches: Midscope, Widescope, Separable, ResNet, and Fuzzy Module, followed by ConvGLU and
batch normalization layers. (Best view in color).

generate the segmentation mask using skip connections. Downscaling connections transfer
context to high-resolution layers [30], and the FC module, present in both the encoder and
decoder, enables feature extraction via five parallel connections. These include:

1. Midscope block: The Midscope block mainly consists of two sequential convolution
layers: the first employs a 3 x 3 kernel, while the second simulates a 7 x 7 kernel by using
a dilation parameter of 2. This approach allows for capturing a larger global context with
reduced computational cost.

2. Widescope block: Similar to Midscope, Widescope block applies three consecutive con-
volutions with a 3 x 3 kernel each and a dilation rate of 1,2, and 3, respectively. This con-
figuration simulates kernel sizes of 3 x 3,7 x 7, and 15 x 15.

3. Separable block: This block, which simulates the largest kernel, uses 1 x N and N x 1
convolutions to mimic an N x N kernel. This results in the largest local feature representa-
tion but may lead to the loss of diagonal features, which can be useful for detecting certain
patterns essential for feature extraction.

4. ResNet Block: The baseline model [8] employs 6 ResNet layers arranged in 3 paral-
lel connections: the first with a single ResNet block, the second with two serial ResNet
blocks, and the third with three serial ResNet blocks. This configuration reportedly en-
hanced segmentation accuracy by enabling the model to capture finer details. However, in
our experiments, we modified this setup to include only a single ResNet connection path,
which resulted in: a) Improved prediction masks: This improvement is attributed to en-
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Algorithm 1 Fuzzy Module Algorithm
RBxHXxWxC

Require: Input tensor x € , number of fuzzy sets n
Ensure: Output tensor after fuzzy module processing

1: Initialize trainable parameters: w € RH*W XC, b € RHXW XC, S RIXIX“”“, and o €
p
Rlxlxlxnxl

2: Apply element-wise multiplication to the input as x <~ w©x+b

3: Perform layer normalization on x as x <— LayerNormalization(x)

4: Apply LeakyReLU activation function as x <— LeakyReLU (x)

5: Reshape the tensor to x € REXHXWxnxC where n is the number of fuzzy sets

6: Apply Gaussian membership function for each fuzzy set as x <— exp <f (x; ;?2)

7: Compute the mean across fuzzy set dimension nasx < Ly | x; € REXHXWxC
8: return x

hanced gradient propagation and better gradient convergence with a larger area that can be
segmented out. b) Significant reduction in computation: We observed a reduction of ap-
proximately 30% in FLOPs across various filter sizes as viewed in Table 2.

5. ConvGLU: The ConvGLU [34] layer, is designed to enhance feature learning capabilities.
It consists of dual linear projections and a final projection after feature concatenation. The
layer introduces a refined gating mechanism that allows each channel to be influenced by
neighboring channels through depthwise convolution. This gating mechanism refines coarse-
grained features and suppresses unwanted excitations.

6. Fuzzy Module: The Fuzzy Module enhances the model’s ability to manage uncertainty
and ambiguity in data, particularly in complex tasks like medical image segmentation, where
features and boundaries are often unclear [50]. Traditional attention mechanisms and acti-
vation functions, such as sigmoid, tanh, and LeakyReLU, struggle with ambiguous data and
applying nuanced focus across feature channels. Due to these shortcomings, the Fuzzy Mod-
ule is introduced within the model. The module combines fuzzy logic with attention mecha-
nisms, enabling the network to assign channel-specific attention through learnable Gaussian
membership functions [23]. This approach reduces uncertainty in feature representations and
improves the network’s focus on relevant features. Additionally, it addresses monotonicity
by accounting for a range of variations within data, considering both positive and negative
representations.

Our objective was to effectively reduce uncertainty by generating fuzzy representations of
the input image, resulting in a robust segmentation mask as summarized in Algorithm 1. For
this, our method uses the Gaussian membership function (Equation 1). By working sim-
ilarly to a weighted average Gaussian filter, it reduces image noise by assigning a degree
of membership to each feature. Furthermore, the mean and variance of parameters defined
as i and o, respectively, are trainable, allowing the model to extract features of varying
importance. These fuzzy sets are then summed together, capturing complex patterns and
relationships within the data and averaging these membership functions (Equation 2), which
helps in summarizing the overall values into a single channel. Here, C is the number of fuzzy
sets present in the input image x.

fr,1,0) =e 20 (1)

flxu,0)=EtYige 2)
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7. Fuzzy-ConvGLU Module: Incorporating the ConvGLU layer after the Fuzzy Module
(as illustrated in Figure 2) in a neural network architecture significantly enhances its feature-
learning capabilities. The Fuzzy Module captures and encodes complex relationships from
the input features, producing a rich feature map. When the ConvGLU layer processes this
output, the model’s ability to extract meaningful information from these detailed features is
further enhanced.

Although the ConvGLU layer utilizes a gating mechanism, in the context of our 2D
image dataset, it primarily acts as a transformation gating process. The output from the Fuzzy
Module, which consists of a single channel, is fed into this layer. ConvGLU then focuses on
spatial filtering and gating, allowing it to perform more precise spatial feature selection even
with limited channels. Additionally, the gating mechanism in the ConvGLU layer controls
the flow of processed features, ensuring that only the most relevant information is passed
forward. This helps the model avoid learning overly generalized features, preserving its
sensitivity to finer details in the input data. Each position or token receives a unique gating
signal based on local features, helping prevent the model from becoming too coarse in its
feature interpretation. To support our explanations, we have done an extensive ablation study,
as shown in Table 3. Additionally, as demonstrated in Table 2, this configuration significantly
reduces computational complexity while offering a more effective attention mechanism.

4 Experimental Results

Dataset: CVC-ColonDB consists of 380 images and their corresponding ground truth la-
bels with 574 x 500 resolution. CVC-ClinicDB consists of 612 images and corresponding
pixel-wise annotations with 384 x 288 resolution from 31 colonoscopy sequences. ETIS-
LaribPolyp consists of 196 images and respective ground-truth labels with 1255 x 966 reso-
lution. Automated Cardiac Diagnosis Challenge (ACDC) is an MRI image dataset containing
100 cases and 3 labels.

Implementation Setup: The CVC-ColonDB, ETIS-LaribPolypDB, and CVC-ClinicDB
datasets are split into 80:10:10 for training, validation, and test sets, while for ACDC, the ra-
tio is 70:10:20, i.e., 1312:380:210 images. We apply data augmentation using standard flips
on the X and Y axes, color jitter, and affine transformations. The model is designed to han-
dle both binary and multi-class segmentation tasks, generating reliable segmentation saliency
maps in each case. The training process used a batch size of 4 over 1000 epochs, input image
size is 352x352 pixels, the learning rate is le-4, and the optimizer is RMSprop [40]. The
model is implemented with the TensorFlow [1] framework and trained on an NVIDIA A100
GPU. We employ a hybrid BCE and dice Loss in equal proportions, and the Dice Similarity
Coefficient (DSC), Intersection over Union (IoU), precision, recall, and accuracy are used
for evaluation of the segmentation models. This approach encourages the model to achieve
pixel-level performance while preserving global region consistency.

5 Comparison with SOTA

The proposed CLFSeg model achieves significant improvements over existing state-of-the-
art methods on multiple polyp datasets shown in Table 1. On the CVC-ColonDB polyp
dataset, CLFSeg attained a DSC of 0.9593, outperforming prior leading methods like
DUCKNet (DSC 0.9389), ASRDNet (DSC 0.9337), and PraNet (DSC 0.9131) by more than
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Dataset ‘ Methods | DSC (1) IoU (1) Precision Recall ~Accuracy
FuzzyTransNet [19] 0.7780 0.6890 - - -
UNet [30] 0.8032 0.7037 0.8100 0.8274 0.9807
FuzzyNet (PVT) [26] 0.8110 0.7280 - - -
PSTNet [46] 0.8270 0.7480 - - -
QueryNet [3] 0.8278 0.7593 0.8351 0.8526 -
LSSNet [42] 0.8937 0.8221 - - -
CVC-ColonDB PraNet [9] 09131 08401 09657 08659  0.9901
InCoLoTransNet [25] 0.9309  0.9013 0.9177 0.9156 -
ASRDNet [44] 0.9337 0.8756 0.9327 0.9347 -
DUCKNet (17 filter) [8] 0.9353 0.8785 09314 0.9392 0.9929
DUCKNet (34 filter) [8] 0.9230 0.8571 09113 0.9351 0.9914
DUCKNet (24 filter, our-training) [8] 0.9389 0.8848 0.9365 0.9413 0.9933
CLFSeg (17 filters, OURS) 0.9460 0.8976 0.9582 0.9342 0.9941
CLFSeg (24 filters, OURS) 0.9503 0.9053 0.9583 0.9430 0.9943
CLFSeg (34 filters, OURS) 0.9593 0.9218 0.9634 0.9401 0.9945
U-Net [30] 0.7631 0.6169 0.7989 0.7303 0.9599
FAENet [38] 0.9330 0.8830 - - -
DUSFormer-L [43] 0.9350 0.9020 0.9610 - -
FuzzyNet (PVT) [26] 0.9370 0.8890 - - -
ADSNet [24] 0.9380 0.8900 - - -
SwinPA-Net [6] 09410  0.8940 ; - ;
L. FuzzyTransNet [19] 0.9420 0.8910 - - -
CVC-ClinicDB PSTNet [46] 09450  0.9010 - - -
CTHP [48] 0.9471 0.9021 0.9524 0.9444 -
Duck-Net (17 filters) [8] 0.9450 0.8952 0.9488 0.9406 0.9903
Duck-Net (34 filters) [8] 0.9478 0.9009 0.9468 0.9489 0.9907
Duck-Net (24 filters, our-training) [8] 0.9430 0.8922 0.9539 0.9324 0.9900
Polyp-Mamba [47] 0.9490 9070 - - -
CLFSeg (17 filters, OURS) 0.9533 0.9108 0.9636 0.9432 0.9918
CLFSeg (24 filters, OURS) 0.9530 0.9103 0.9594 0.9467 0.9917
CLFSeg (34 filters, OURS) 0.9500 0.9048 0.9568 0.9433 0.9912
FuzzyNet (PVT) [26] 0.7910 0.7020 - - -
U-Net [30] 0.7984 0.6969 0.8322 0.7724 0.9734
PSTNet [46] 0.8000 0.7260 - - -
QueryNet [3] 0.8189 0.7399 0.7488 0.7740 -
Polyp-Mamba [47] 0.8250 0.7470 - - -
. PraNet [9] 0.8827 0.7900 0.9825 0.8013 0.9877
ETIS-LaribPolyp FCN-Transformer [33] 09163 08455 09633 08736  0.9915
ASRDNet [44] 0.9313 0.8714 0.9055 0.9586 -
InCoLoTransNet [25] 0.9316  0.9225 0.9283 0.9392 -
Duck-Net (17 filters) [8] 0.9324 0.8734 0.9539 0.9118 0.9930
Duck-Net (34 filters) [8] 0.9354 0.8788 0.9309 0.9400 0.9931
Duck-Net (24 filters, our-training) [8] 0.9396 0.8861 0.9372 0.8861 0.9936
CLFSeg (17 filters, OURS) 0.9292 0.8678 0.9189 0.9396 0.9924
CLFSeg (24 filters, OURS) 0.9140 0.8416 0.8826 0.9476 0.9905
CLFSeg (34 filters, OURS) 0.9487 0.9024 0.9596 0.9380 0.9946

Table 1: Comparing the performance of different segmentation methods on the CVC-ColonDB,
CVC-ClinicDB, and ETIS-LaribPoly dataset. Bold shows best model results.

2%. Similarly, on the CVC-ClinicDB dataset, CLFSeg reached a DSC of 0.9533, surpassing
SOTA methods. On the ETIS-LaribPolyp dataset, CLFSeg also demonstrated remarkable
gains, achieving a DSC of 0.9487, outperforming earlier models by a margin of approxi-
mately 1% compared to baseline DuckNet [8] architectures. This performance reflects the
proposed CLFSeg’s superior capability in capturing both local and global features with fuzzy
boundary refinement.

In the cardiac segmentation task on the ACDC dataset, CLFSeg match the performance
with baseline [8] for 17 and 34 filters. But exceeded the performance of recent models such
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Methods ‘ DSC (1) IoU (1) ‘ #FLOPs (M) | #Params (M) |

U-Net [30] 0.8755 - - -

EM-VIiT [14] 0.9029 - - -

CSWin-UNet [20] 0.9146 - - -

Lite-MixedNet [29] 0.9207 - - -

PVT-EMCAD-B2 [27] 0.9212

RWKYV-UNet [36] 0.9217 - - -

MIST [28] 0.9256 - - -

LHU-Net [32] 0.9266 - - -

FCT [41] 0.9302 - - -

Adaptive t-vMF [15] 0.9368 0.8851 - -
Duck-Net (17 filters, our-training) [8] 0.9392 0.8853 38 38
Duck-Net (24 filters, our-training) [8] 0.9470 0.8993 77 77
Duck-Net (34 filters, our-training) [8] | 0.9428 0.8917 155 155
CLFSeg (17 filters, OURS) 0.9522  0.9087 26 38
CLFSeg (24 filters, OURS) 0.9403 0.8873 54 71
CLFSeg (34 filters, OURS) 0.9498 0.9043 106 132

Table 2: Comparing the performance of different segmentation methods on the ACDC dataset. Bold
shows the best model results.

Layers | psc () IoU(1) Precision Recall Accuracy

Fuzzy Module ConvGLU 1-ResNet ‘

09389  0.8848 09365 09413  0.9933

v 09374 0.8823 09279 09472  0.9930
v 0.9337 0.8757 09657  0.9287  0.9943

v 0.9269 0.8638  0.9489  0.9059  0.9921

v v 0.9469  0.8991 09476 09202  0.9928
v v 0.9491  0.9031 09517  0.9520  0.9947
v v 0.9277  0.8651 0.9627  0.8951 0.9923

v v v 0.9503  0.9053 09583  0.9430  0.9943

Table 3: Ablation study based on different layers (Fuzzy module, ConGLU, and ResNet) on CVC-
ColonDB dataset with 24 filters. Bold highlights the best results.

as Duck-Net and Adaptive t-vMF for 17 filters, reaching a DSC of 0.9522 and IoU of 0.9087
while reducing computational complexity by up to 30% as shown in Table 2.

5.1 Ablation Study

1. Analysis of the Different Layers of the CLFSeg model: Three layers—Fuzzy Module,
ConvGLU, and 1-ResNet are evaluated in the ablation studies, as shown in Table 3. With
a fixed filter size of 24, these layers underwent extensive testing. Results indicate that the
combination of Fuzzy Module with ConvGLU and 1-ResNet achieved optimal segmentation
maps, reaching 0.9503 DSC and 0.9053 IoU. The findings demonstrate the effectiveness of
our proposed approach, showing a +2.46 % improvement over the single use of the 1-ResNet
layer. From the Table 2, we conclude that 1-ResNet used in our proposed CLFSeg model
achieves good performance with low computational cost compared to baseline Duck-Net [8].
2. Analysis of the effect of different filter sizes: In Table 1, we observe that increasing
the filter size improved DSC of CVC-ColonDB dataset from 0.9460 to 0.9593, marking a
+1.38 % increase. Our model, with a filter size of 34, delivered SOTA performance on CVC-
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Filters | Layers | psc (1) IoU(1) Precision Recall Accuracy
| I-resnet  2-resnet  3-resnet |
v 09460 0.8976 09582  0.9342  0.9941
17 Filters | v/ v 09416  0.8897  0.9402  0.9430  0.9936
v v v 0.8799 07857  0.8507 09113  0.9864
v 09503  0.9053 09583  0.9430  0.9943
24 Filters | v v 09451  0.8959  0.9522  0.9380  0.9940
v v v 09448  0.8953  0.9608  0.9293  0.9940
v 09495 09039 09624 09370  0.9945
34 Filters | v v 09380 0.8832 09599 09170  0.9933
v v v 0.9455  0.8966  0.9422  0.9488  0.9940

Table 4: Ablation study based on different parallel ResNet blocks on CVC-ColonDB dataset with 24
filters. Bold highlights the best results.

Losses with 24 filters | DSC (1)

IoU (1) Precision Recall Accuracy
BCE Dice Focal‘

v 0.9423  0.8909 09623 09231  0.9938
v 09379  0.8832 09525 09238  0.9933
v v 0.9503  0.9053 09583  0.9430  0.9943
v v 0.9455  0.8966  0.9401  0.9509  0.9940

Table 5: Ablation study based on different loss functions on CVC-ColonDB dataset with 24 filters.
Bold highlights the best results.

Dataset ‘ CVC-ColonDB ‘ CVC-ClinicDB ‘ ACDC

Filters | 17 | 34 | 17 | 34 | 17 | 34
Methods | DuckNet | CLFSeg | DuckNet | CLFSeg | DuckNet | CLFSeg | DuckNet | CLFSeg | DuckNet | CLFSeg | DuckNet | CLFSeg
HD9S | 197 | 143 | 200 | 150 | 444 | 354 | 639 | 597 | 09 | 058 | 136 | 081

Table 6: Analysis of boundary clarity on DuckNet and proposed CLFSeg methods across datasets
and filter settings (lower HDOS is better).

ColonDB dataset, with configurations of 24 and 17 filters surpassing benchmarks [8].

3. Analyse parallel ResNet block: The impact of using parallel ResNet blocks with an
increasing number of layers is analyzed, as outlined in Table 4. Results show that adding
more parallel ResNet blocks negatively impacted model efficiency, despite thorough testing
with all three filter sizes. A single ResNet block effectively captured fine details, while
additional blocks merely extended training time and added complexity, leading to an average
4.65% decrease in performance across all filter sizes when additional blocks are used.

4. Analysis of the boundary Clarity: Our evaluation considers HD95, a boundary-aware
metric that measures the maximum distance between the true and predicted segmentation
boundaries while discarding extreme outliers (95% confidence interval). Our model consis-
tently achieves superior performance on this metric. Table 6 reports the improvements across
17- and 34-filter configurations for CVC-ColonDB, CVC-ClinicDB, and ACDC datasets. On
average, CLFSeg reduces the HD95 score by 0.54 units compared to DUCKNet.

5. Analysis of the different loss functions: In Table 5, hybrid BCE-dice loss produced
a DSC of 0.9503, while BCE loss and dice loss alone resulted in 0.9423 and 0.9379, re-
spectively. The Focal and dice loss achieved a DSC of 0.9455, demonstrating that an equal
contribution of BCE and dice losses results in the best model performance.
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LY

True Polyp Ground Truth ____ ____ ouck Net

Figure 3: Comparison of GradCam-++ Visualization between DuckNet and CLFSeg model on CVC-
ColonDB dataset. (Best view in color).

DUCK Net proposed Model

Figure 4: Comparison of Segmentation Map from proposed CLFSeg model for CVC-ColonDB (left
side), and ACDC dataset (right side). (Best view in color).

6. Visualization of Activation Maps: Grad-CAM++ provides a visual representation of
the regions focused on by the model. Figure 3 shows that CLFSeg more accurately captures
the entire ground truth for both small and large regions compared to DuckNet, which often
overlooks relevant polyp areas. The red-highlighted regions are more prominent in CLF-
Seg, indicating its ability to focus on clinically significant areas, particularly due to the FC
module. CLFSeg effectively captures finer details while making confident predictions, as
evidenced by the red regions in Grad-CAM-++. This underscores the model’s precision and
interpretability, enabling improved boundary delineation across varying polyp sizes.

7. Visualization of Segmentation Map: Figure 4 compares segmentation maps across
CVC-ColonDB and ACDC datasets. In CVC-ColonDB, the proposed CLFSeg model out-
performs DuckNet, where DuckNet misclassifies relevant regions, while CLFSeg accurately
highlights polyp boundaries and uncertainty areas. In the ACDC dataset, the proposed CLF-
Seg effectively segments and differentiates the different cardiac regions. It helps in con-
ditions where a single image consists of multiple areas of interest and precise boundary
delineation is important, like cancer treatment.

6 Conclusion

The proposed CLFSeg framework enhances automated medical image segmentation tasks
with a fast, efficient segmentation mask, highlighting the FC module. Fuzzy logic and a
refining layer reduce uncertainty and enable flexible boundary fuzzification for more adapt-
able segmentation. Achieving state-of-the-art DSC scores of 0.9593, 0.9533, 0.9487, and
0.9522 on CVC-ColonDB, CVC-ClinicDB, ETIS-LaribPolypDB, and ACDC demonstrates
high effectiveness. This approach advances Al in healthcare and sets a foundation for future
improvements, including broader datasets and privacy-focused solutions.
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